Regression with two
variables

how to describe the relationship between two
variables



From Wikipedia:

In statistical modeling, regression analysis is a statistical
process for estimating the relationships among
variables.

e We start with regression one dependent variable (Y) on
one independent variable (X) - but will expand to more

later
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Regression means drawing a
line through our scatter plot
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With regression the goal is to cleanly approximate the relationship between X and Y

We do so by drawing a line through these points
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Regression line

Slope of SD line:
0.21/0.25 = 0.84
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As with the sd line,
the regression line goes through the point of averages

But, the slope is not the same!
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Regression line

Slope of SD line:
0.21/0.25 = 0.84
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As with the sd line,
the regression line goes through the point of averages

But, the slope is not the same!
Here it is pretty close though, the slope is 0.79
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Regression line

e The regression line is an estimate of the (for now bivariate)
relationship between x and y

e For each x we have a prediction of y, or what would we
expect y to be on average, given the value of x

 The line goes through the point of averages

 The slope of the regression line is the slope of the SD line
multiplied by the correlation (r)
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Regression line

Slope of SD line:
0.21/0.25 = 0.84
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As with the sd line,
the regression line goes through the point of averages

Slope of regression line = 0.84 * 0.94 = 0.79
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Regression line

e So for every change in x by a standard deviation, there is
The slope of the regression line is the slope of the SD line
multiplied by the correlation r

e |fr=1, then all points are exactly on the SD line, i.e. slope
IS the same

e |fr=20, then the slope is flat and no relationship exists
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Regression

In a class, midterm scores average out to 60 with and SD of

15. The scores on the final have the same property. The
correlation between midterm and final scores are 0.5. What
are the average final scores for students with the following

midterm scores:

A) 75 B) 30 C) 60
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Recall difference between
SD line and Regression line

Tax Revenue vs logged GDP
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Recall difference between
SD line and Regression line

Tax Revenue vs logged GDP

% GDP

Average Taxation as
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Predicting new Y

e We might use averages of smaller groups to predict new
values of Y

e Example: what is the value of taxation given a certain
level of GDP?

e We can group countries around our x-value of interest
and take the average of those countries to predict the
new value

e Turns out the point of regression line at the new value
approximates it pretty well
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Predicting Y — graph of
averages

e The graph of average is a scatter plot of averages for
small intervals of x

e Some of these averages will be too high, some too low

e The regression line smoothes out the graph of averages,
some points will lie below, some above the line
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Predicting new Y

e Relationship between Math SAT score and first-year GPA:
e Average SAT 550, SD =80
e Average GPA2.6,SD =0.6,r=0.4

For a student with a SAT of 650, what would be the
predicted GPA?
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Predicting new Y

e We can do the same thing with respect to percentile
ranks!

e Average SAT 550, SD =80

e Average GPA2.6,SD =0.6,r=0.4

e Student in 90% percentile rank of SAT, what is the
predicted rank on the GDP?
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e |n a study of father & son height, the sons of 72-inch
fathers only averaged 71 inches in height. True of false,
and explain: If you take the 71-inch sons, their fathers will

average 72 inches in height.
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But regression lines are not

perfect

Tax Revenue vs logged GDP

. Actual - predicted = error
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, o We always measure the error in terms of prediction error in y!
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Recall the root mean
squared error

e RMS = square root of the mean of the squared errors

e Approximately equal to the average of how far points are
above and below the line

e RMS is always in the unit of the dependent variable (the
variable to be predicted - y)

e Why can’t we just take the average of the errors?
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But regression lines are not

Tax Revenue vs logg

perfect

RMS = sqgrt(mean ( (actual-predicted)”*2))
ed GDP
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Once we calculate the RMS of the regressjon,
we could compare it to other methods of predicting Y.
o For example: simple average of Y

20

© Florian Hollenbach, Texas A&M University

24 28
logged GDP



Recall the root mean
squared error

e What is the root mean squared error of using the average
of y to predict y?
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Recall the root mean
squared error

e What is the root mean squared error of using the average
of y to predict y?

e The standard deviation!
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Computing the rms for the
regression

e |n theory, we could calculate the rms by doing the
calculation for every point in our data

e Luckily, we have a formula that makes calculation much
simpler: rms_regression = SD_y * sqrt(1 - rA2)

e Thermsis
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We can plot the error or
residuals

Tax Revenue vs Residuals Actual - predicted = error or residual

o
° o o
10 1
¢ o
o ® o o
] o® o® ® 1 ® ‘. ® e
o ° PY
12 1 L PP ® '.
© e ()
-0 °® o o  J ([ ]
© 0 [ ] L) i 'Y ) o® oo L)
n L ® Py ... °® °® o
Q ° ° °
C ° ® ° °
o o °®
° “% oo ° °
(] ° Y °®
) o ° i
® °
—-10 - o ®
 J
o
2IO 2I4 28

Revenue as % GDP

© Florian Hollenbach, Texas A&M University



souseholds.'” For men and for women in ¢
smoked were on average somewhat |
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4. The figure below is a histogram shoving the distribution of blood pressure for
all 14,148 women in the Drug Study (section 5). Use (he histogram to answer
the following questions:

{2) Is the percentage of women with blood pressures above 130 mim araund
23%, 30%, or 75%?

(b} Is the percentage of women with blend pressures between 90 mm and
[60 mm around 1%, S0%, or 99%?

(¢} In which interval are there more women: 133140 mm or 140150 mm?

.4_

THE [IISTOGRAM  [CH. 3] ‘

(d) Which interval is more crowded: 135-140 mm or 140-1 SQ mm’

{e) On the interval 125-130 mm, the height of the histogram is about 2.1‘?0
per mm. What percentage of the women had blood pressures in this
class interval?

(f) Which interval has more women: 97-98 mm or 102-103 mm?

(g) Which is the most crowded millimeter of all?
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am (iii) aronnd 5, 15, 0r 507
SD for histogram (i) is 2 lot 5
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() -_:7 ;b;\ “‘;”gm}" what percentage of the men \:vcighed between 57 ke and
Fg. ¥
(¢) It you took the men and women together, would the SD of their

:&;:g?ls be smaller than 9 kg, just about 9 kg, or bigger than 9 kg?
Yy’

8. [11 -the HANESS sample, the average height of the boys was 137 cm at age 9
cllgtll ISIISm at age 11. At age 11, the average height of all the children was
cm.

(a) On the average, are hoys taller than girls at age 117
(b) Guess the average height of the 10-year-old boys.

9. An investigator has a compuler file showing family incomes for 1,000 sub-
jects in a certain study. These range from 55,800 a year to $98,600 a year. By

accident, the highest income in the file gets changed to $986,000.

ect the average? If so, by how much?
median? If so, by how much?

¢ school have an average LSAT (Law School
i SD of 8. Tomorrow, one of these students
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5. REVIEW EXERCISES

Review exercises may cover material from previous chapters.

I. A study of the IQs of husbands and wives obtained the following results:

for husbands, average IQ = 100, SD = 15
for wives, average 1Q = 100, SD =
=06

RENTEW EXERCISES 135

e of the Tollowing is a scatier diawrarm fr o oy :
On ‘ \" PRI TR r diagram for the dara Which one? Sav hrictly
why you reject e Dihers,

(=? (b
1 180 [
100 I 706 O
8 i
;; 50 ' = =0 -
55 100 180 0 1o 180
Huspand Husbhand
(‘,. | ‘:é .
; 150 -
159 — \
¢
9 00 J_I: '
o =
3 = snn
w : s
A — 50 100 150
1cc 150
© Florian Hollenbach, Texas A&M University 50 Husband
Hueband

C P W, RO nnm‘ﬂﬁm‘. Ml“'een 'he'



© Florian Hollenbach, Texas A&M University




|
f

f.,—':L‘A..‘
T NUSO

© Florian Hollenbach, Texas A&M University



